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Abstract. We show that a very general hypersurface of degree d ≥ 4 and dimension

N ≤ (d + 1)2d−4 over a field of characteristic ̸= 2 does not admit a decomposition of

the diagonal; hence, it is neither stably nor retract rational, nor A1-connected. Similar

results hold in characteristic 2 under a slightly weaker degree bound. This improves

earlier results in [Sch19b] and [Moe23].

1. Introduction

A variety X over a field k is retract rational if there is some integer N ≥ dimX and

rational maps f : X 99K PN and g : PN 99K X such that the composition g ◦ f is defined

and agrees with idX . This notion is a direct analogue of retracts in topology; it was

introduced into birational geometry by Saltman [Sal82, Sal84] in the 1980s. Equivalently,

X is retract rational if there are an integer N ≥ dimX, open dense subsets U ⊂ X and

V ⊂ PN , and a morphism V → U which is surjective on L-rational points for all field

extensions L/k—this closely relates the notion to the classical question of parametrizing

solutions of polynomial equations by rational functions. Rational or stably rational

varieties are retract rational.

By the work of Asok–Morel [AM11, Theorem 2.3.6] and Kahn–Sujatha [KS15, The-

orem 8.5.1 and Proposition 8.6.2], a smooth proper retract rational variety X is A1-

connected in the sense of A1-homotopy theory, i.e. πA1

0 (X) = {∗}. By [AM11, Re-

mark 2.4.8], A1-connectedness is equivalent to separable R-triviality, which means that

X(L)/R = {∗} for any separable field extension L/k, where R denotes the equivalence

relation on X(L) generated by x ∼ y whenever x, y ∈ X(L) lie on the same rational

curve (defined over L). In other words, A1-connectedness provides an arithmetic ana-

logue of rational chain connectedness, which requires that any two L-rational points can

be connected by a chain of rational curves for any algebraically closed field extension L
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of k. The following table illustrates the known implications for smooth proper varieties:

rational +3 stably rational +3 retract rational

��

+3 A1-connected

��
unirational +3 rationally chain connected

The rationality problem for a given rationally connected variety X asks ‘how rational it

is’, that is, which of the properties in the above diagram are satisfied.

Not every unirational variety is A1-connected [AM72] and not every stably rational

variety is rational [BCTSS85]. Moreover, there are retract rational varieties (over non-

closed fields) that are not stably rational, see e.g. [EM75, Theorem 1.5 and Theorem 2.3];

it is an open problem to produce such examples over algebraically closed fields. Whether

any A1-connected variety is retract rational is open over any field.

A smooth proper A1-connected variety with a k-rational point has universally trivial

Chow group of zero-cycles and hence admits a decomposition of the diagonal [BS83],

which is an interesting motivic and cycle-theoretic property in itself.

1.1. Hypersurfaces. A particularly interesting class of varieties for the rationality

problem are smooth projective hypersurfaces X ⊂ PN+1
k of degree d and dimension

N over a field k. The interesting range for the problem is when d ≤ N +1, in which case

X is Fano and thus rationally chain connected by [Cam92, KMM92].

If 2d! ≤ N + 1 and k = C, then X is unirational, see [BR21, HMP98]. If d = N + 1

and k = C, then X is irrational (in fact birationally rigid) by a theorem of de Fernex

[deF13, deF16], which extends earlier results by Iskovskikh–Manin [IM72] and Pukhlikov

[Pu87, Pu98]. If k = C and X ⊂ PN+1
C is very general of degree d ≥ 2⌈N+3

3
⌉, then it

is not ruled and hence not rational by a theorem of Kollár [Kol95]. Under the slightly

weaker bound d ≥ 2⌈N+2
3

⌉, Totaro [Tot16] showed that such hypersurfaces do not admit

a decomposition of the diagonal, hence are neither stably nor retract rational, nor A1-

connected. This used [Voi15, CTP16]. Totaro’s result was improved in [Sch19b], where

the same result under the logarithmic bound d ≥ log2N + 2, N ≥ 3 and over fields of

characteristic ̸= 2 was proven; a similar bound holds in characteristic 2 by [Sch21a].

The logarithmic degree bound in [Sch19b] is equivalent to N ≤ 2d−2. In the case of

stable rationality over fields of characteristic zero, Moe [Moe23] used the methods from

[NS19, KT19, NO22] to improve this logarithmic bound by a factor (d + 1)/4 to cover

the cases N ≤ (d+ 1)2d−4. This paper generalizes Moe’s result as follows:

Theorem 1.1. Let k be a field of characteristic different from 2. Then a very general

hypersurface X ⊂ PN+1
k of degree d ≥ 4 and dimension N ≤ (d + 1)2d−4 does not

admit a decomposition of the diagonal, hence is neither stably nor retract rational, nor

A1-connected.
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While stable irrationality in characteristic zero follows in the above degree range from

[Moe23, Theorem 5.2], the assertion on retract rationality and A1-connectedness are

new. In positive characteristic, for all N ≤ (d + 1)2d−4 not covered by [Sch19b], even

rationality was previously open. For fixed degree d, a proportion of roughly d−3
d+1

cases

are new. The first new case concerns quintics of dimension N = 10.

By a very general hypersurface X over a field k we mean one where the coefficients

of a defining equation are algebraically independent over the prime field. With this

definition, very general hypersurfaces exist over any field (not necessarily uncountable)

of sufficiently large transcendence degree over the prime field, cf. Lemma 2.5 below.

In characteristic 2, we obtain an analogous result under a slightly weaker bound:

Theorem 1.2. Let k be a field of characteristic 2. Then a very general hypersurface

X ⊂ PN+1
k of degree d ≥ 5 and dimension N ≤ d+1

3
2d−4 does not admit a decomposition

of the diagonal, hence is neither stably nor retract rational, nor A1-connected.

In characteristic 2, the logarithmic bound in [Sch21a] is given by N ≤ 2d−3. The above

theorem improves this by a factor (d + 1)/6; for fixed d, the proportion of new cases is

given by (d− 5)/(d+ 1).

Slightly better numerical bounds than in Theorems 1.1 and 1.2 can be extracted from

Theorem 7.1 (see also Theorem 1.3) below, which is our main result.

Our arguments allow us to bound the torsion order Tor(X) of the above hypersurfaces

X ⊂ PN+1
k , i.e. the smallest positive integer e such that e ·∆X decomposes in the Chow

group of X × X (or e = ∞ if no such integer exists). If Tor(X) > 1, then X does

not admit a decomposition of the diagonal, hence is not A1-connected. Moreover, any

dominant generically finite map f : PdimX 99K X has degree deg f divisible by Tor(X)

and so the torsion order yields an interesting lower bound on the possible degrees of

unirational parametrizations of X.

If X ⊂ PN+1
k is a smooth Fano hypersurface of degree d over some field k, then Tor(X)

always divides d!, see [Roi72] and [CL17, Proposition 5.2]. This yields an upper bound

for the possible torsion orders of Fano hypersurfaces. We then have the following result,

which improves the previously known lower bounds from [CL17, Sch21a].

Theorem 1.3. Let k be a field and let m ≥ 2 be an integer invertible in k. Let n ≥ 2,

r ≤ 2n−2, and s ≤
(⌊

n
m

⌋
− 1
)
(2n−1−1) be non-negative integers and write N := n+r+s.

Then the torsion order of a very general Fano hypersurface X ⊂ PN+1
k of degree d ≥ m+n

is divisible by m.

In Theorem 7.1 below we prove the above result under the weaker upper bound on s

given by s ≤
n∑

l=1

(
n
l

) ⌊
n−l
m

⌋
. Previously, the best known bound on the torsion orders of

hypersurfaces was contained in [Sch21a] and corresponds to the case s = 0.
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1.2. Outline of the argument. This paper provides a flexible cycle-theoretic analogue

of the motivic obstruction from [NS19, KT19], which applies to degenerations into unions

of varieties such that the obstruction lies in some lower-dimensional strata, and not in

the components, as in [Voi15, CTP16, Sch19a].

Previously, a solution to this problem has been proposed by the second named au-

thor with Pavic in [PS23], with an important recent generalization by the first named

author in [Lan24]. The main weakness of our previous approach is the fact that one

has to compute an explicit strictly semi-stable model of the degeneration in question,

control the combinatorics of the dual complex of the special fibre and control the Chow

groups of 0- and 1-cycles of all components, which itself is a notoriously difficult task for

almost any given smooth projective variety. These tasks have been solved in a compu-

tationally involved manner for quartic fivefolds [PS23] and (3, 3)-complete intersections

in P7 [LS23]. However, we do not see how to apply our obstruction from [PS23, Lan24]

systematically to examples of higher dimensions, such as to the higher-dimensional com-

plete intersections or hypersurfaces treated via the aforementioned motivic method in

[NO22, Moe23]; the total space of these degenerations are not strictly semi-stable (they

have toric singularities) and the special fibre has a large number of components whose

Chow groups seem inaccessible.

The main improvement proposed in this paper is an extension of our previous method

from [PS23, Lan24] to the non-proper case and hence in effect to (very) singular degen-

erations, that we could not handle before. On a technical level, the idea is to work with

pairs of a variety X and a closed subset W ⊂ X. To state our obstruction, we say that a

varietyX admits a decomposition of the diagonal with respect to a closed subsetW ⊂ X,

if the diagonal point δX ∈ CH0(Xk(X)) lies in the image of CH0(Wk(X)) → CH0(Xk(X)),

see Section 3 below. With this terminology, an ordinary decomposition of the diagonal

corresponds to one with respect to a zero-dimensional closed subset.

The obstruction to rationality that we introduce and exploit reads as follows.

Theorem 1.4. Let R be a discrete valuation ring with algebraically closed residue field

k and fraction field K. Let X → SpecR be a proper flat R-scheme with geometrically

integral generic fibre X = X ×R K and special fibre Y = X ×R k. Let WX ⊂ X be a

closed subscheme and let WX := WX ∩X and WY := WX ∩ Y be the intersections with

the generic fibre and the special fibre, respectively. Assume that the following conditions

are satisfied:

(1) X ◦ := X \WX is strictly semi-stable over R (see Definition 2.2 below);

(2) Y ◦ := Y \WY consists of two components Y ◦
0 , Y

◦
1 , with intersection Z◦ = Y ◦

0 ∩ Y ◦
1 .
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If the geometric generic fibre X̄ = X×K̄ admits a decomposition of the diagonal relative

to the closed subset WX̄ := WX ×K K̄, then, for any field extension L/k, the map

ΨY ◦
L
: CH1(Y

◦
0 ×k L)⊕ CH1(Y

◦
1 ×k L) // CH0(Z

◦ ×k L), (γ0, γ1)
� // γ0|Z◦ − γ1|Z◦

is surjective modulo any integer m that is invertible in k, where γi|Z◦ denotes the pullback

of γi along the regular embedding Z◦ ↪→ Y ◦
i , see [Ful98, Remark 2.3].

Theorem 1.4 admits a generalization to the case where Y ◦ is an snc scheme with-

out triple intersections, see Theorem 4.3 below. Our arguments do not generalize to

degenerations where the obstruction lies in deeper strata, see Remark 4.14 below.

The obstruction map ΨY ◦
L
from Theorem 1.4 is a refined version of the one in [PS23,

Lan24]. The presence of WX in the above theorem yields the extra flexibility that

was missing in [PS23, Lan24]. In applications we will declare the singular locus of

X , the non-snc locus of Y , as well as all but two components of Y , to be contained in

WX . In particular, the family X in the above theorem may be quite singular and the

combinatorics of the special fibre Y can be complicated.

To explain the mechanism of the above theorem, assume that Z◦ is integral and let

Z ⊂ Y be the closure of Z◦. Assume further that CH1(Y
◦
i ×k L) = 0 for i = 0, 1 and

any field extension L/k. (This will not hold on the nose in practice, but we will be

able to achieve this after degeneration and show that this suffices for the argument.) In

particular, the map ΨY ◦
L
in the above theorem is the zero map for every field extension

L/k. Applying this to the function field L = k(Z) of Z and assuming that X̄ admits a

decomposition of the diagonal with respect to WX̄ , we get that the image of the diagonal

point δZ in CH0(Z
◦ × k(Z)) vanishes, and so, by the localization sequence, Z admits a

decomposition with respect to Z ∩WY . In other words, X̄ admits no decomposition of

the diagonal with respect to WX̄ as long as Z admits no decomposition with respect to

Z ∩WY . Examples of this strategy are illustrated in Examples 4.5 and 4.6 below.

Since dimZ = dimX−1, the above reasoning sets the stage for an inductive argument

where one increases the dimension by one in each step. What makes this work is the

observation that the examples of Fano hypersurfaces without a decomposition of the

diagonal in [Sch19b, Sch21a] can in fact be shown to have no decomposition of the

diagonal with respect to a large class of divisors, see Theorem 6.1 below. This will serve

as the start of our induction. For the induction step we degenerate a given hypersurface

of degree d to a union of two rational varieties which meet along the lower-dimensional

hypersurface of degree d that we have produced in the previous step of the induction, see

Section 5 below for the precise degeneration we pick. This step is inspired by [Moe23].

The total space of our degeneration as well as the fibres and their components will be

(very) singular. The singularities are not toric and so even in characteristic zero, the

method in [KT19, NS19, NO22] does not seem to apply to our degeneration.
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Remark 1.5. After completion of this paper, James Hotchkiss and David Stapleton in-

formed us that they have independently obtained a different argument which shows that,

over fields of characteristic zero, the hypersurfaces in Theorem 1.1 are not A1-connected

and hence not retract rational, see [HS25]. Their approach relies on a homotopy-

theoretical lift of the obstruction from [NS19, KT19]. As in [NS19, KT19, NO22, Moe23],

the assumption on the characteristic is needed to be able to apply weak factorization.

2. Preliminaries

2.1. Conventions. Rings are understood to be commutative with 1. The characteristic

of a ring Λ is the smallest positive integer c ∈ Z≥1 such that any element in Λ is c-torsion;

it is zero if no such integer exists. The exponential characteristic of a field k is 1 if k has

characteristic zero and it is equal to the characteristic of k otherwise.

An algebraic scheme is a separated scheme of finite type over a field. A variety is an

integral algebraic scheme. Let Y be an algebraic scheme, then we denote by CHi(Y ) the

Chow groups of dimension i cycles. For a ring Λ, we let CHi(Y,Λ) := CHi(Y )⊗Z Λ.

Let R be a ring. By an R-scheme we always mean a separated R-scheme of finite type,

unless stated otherwise. For an R-scheme X and an R-algebra A, we denote the fibre

product by X ×R A := X ×SpecR SpecA or simply by XA. We sometimes omit the ring

R, if it is clear from context.

2.2. Strictly semi-stable degenerations.

Definition 2.1. Let k be a field. An snc scheme of dimension n over k is a geometrically

reduced algebraic scheme Y over k with irreducible components Yi, i ∈ I, such that for

any subset J ⊂ I, the (scheme-theoretic) intersection YJ :=
⋂

j∈J Yj is smooth over k

and, if non-empty, equidimensional of dimension n+ 1− |J |.

We recall the definition of strictly semi-stable schemes over a discrete valuation ring,

see e.g. [Har01, Definition 1.1].

Definition 2.2. Let R be a discrete valuation ring with fraction field K and residue field

k. A strictly semi-stable R-scheme X → SpecR is an irreducible, reduced, separated

scheme which is flat and of finite type over R with the following properties:

• the generic fibre X = X ×R K is smooth over K;

• the special fibre Y = X ×R k is an snc scheme over k;

• each component of the special fibre Y is a Cartier divisor on X .

2.3. Fulton’s specialization map. Let R be a discrete valuation ring with fraction

field K and residue field k. Let X → SpecR be a flat R-scheme of finite type with
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generic fibre X = X ×R K and special fibre Y = X ×R k. Then, for any ring Λ, there is

a specialization map on Chow groups

sp : CHi(X,Λ) // CHi(Y,Λ),

defined as follows. If Λ = Z and z = [Z] ∈ Zi(X) is represented by an i-dimensional

subvariety Z ⊂ X, then sp(z) is represented by the restriction of the closure of Z in X
to Y . (This restriction could be empty, in which case sp(z) = [∅] = 0.) This extends

Z-linearly to a well-defined map by an argument of Fulton (see [Ful75, §4.4], [Ful98,
§20.3], or [Sch21b, proof of Theorem 8.2]). The case of arbitrary coefficients follows from

this by functoriality of the tensor product. If k is algebraically closed, then the above

map induces a well-defined map

sp: CHi(X̄,Λ) // CHi(Y,Λ),

where X̄ = X ×K K̄ denotes the base change to an algebraic closure. (In [Ful75, §4.4],
[Ful98, §20.3], this is shown for the completion R̂ of R; the above case then follows via

precomposing with the natural map CHi(X̄) → CHi(X ×K Frac(R̂)).)

We will need the following specific result on Fulton’s specialization map.

Lemma 2.3. Let Λ be a ring and let R be a discrete valuation ring with fraction field K

and residue field k. Let p : X → SpecR and q : Y → SpecR be flat R-schemes of finite

type. Denote by Xη, Yη and X0, Y0 the generic and special fibres of p, q, respectively.

Assume that Yη is geometrically integral and that there is a geometrically integral com-

ponent Y ′
0 ⊂ Y0, such that A = OY,Y ′

0
is a discrete valuation ring and consider the flat

A-scheme XA → SpecA, given by base change of p. Then Fulton’s specialization map

induces a specialization map

sp : CHi(Xη ×K K̄(Yη),Λ) // CHi(X0 ×k k̄(Y
′
0),Λ),

where K̄ and k̄ denote algebraic closures of K and k, respectively, such that the following

holds:

(1) sp commutes with pushforwards along proper maps and pullbacks along regular em-

beddings;

(2) If X = Y and X0 is integral, then sp(δXη) = δX0, where δXη ∈ CH0(Xη×K K̄(Xη),Λ)

and δX0 ∈ CH0(X0 ×k k̄(X0),Λ) denote the diagonal points.

Proof. By functoriality of the tensor product, it suffices to prove the lemma in the case

where Λ = Z. The lemma is then stated under the assumption that p and q are proper

with connected fibres in [PS23, Lemma 5.8], but the proof does not need those assump-

tions. □
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2.4. Very general hypersurfaces and their degenerations.

Definition 2.4. A hypersurface X ⊂ PN+1
k over a field k is called very general, if the

coefficients of a defining equation are algebraically independent over the prime field of k.

We say that a variety X over a field L degenerates to a variety Y over an algebraically

closed field k if there is a discrete valuation ring R with residue field k and fraction field

K with K ⊂ L and a flat R-scheme X → SpecR of finite type whose special fibre is Y

and such that X ×R L ≃ X.

Lemma 2.5. Let X → B := P(H0(PN+1
k ,O(d))) be the universal family of degree d

hypersurfaces of dimension N over a field k. Then the following hold:

(1) The locus of very general hypersurfaces Bvg ⊂ B (as a set of schematic points)

is the complement of a countable union of closed subsets; it is non-empty if the

transcendence degree of k over the prime field is ≥ dimB.

(2) Let X be a very general hypersurface, namely X = Xb, where b ∈ Bvg. There are

(algebraically closed) field extensions L/k(B) and K/k together with an isomorphism

of fields φ : K → L, such that φ induces an isomorphism of schemes

X ×k K
∼ // X ×k(B) L.

In particular, up to a base change, X degenerates to any other hypersurface Y ⊂
PN+1
k of degree d in the above sense.

Proof. We have B = PN ′
for some integer N ′. By definition, the complement of Bvg ⊂ B

is given by the union of all hypersurfaces in B = PN ′
that are defined over the prime

field k0 of k. This is a countable union and the complement contains a point as soon as

trdegk0 k ≥ dimB. This proves the first assertion.

Consider the universal family X0 → B0 = P(H0(PN+1
k0

,O(d))) of degree d hypersurfaces

of dimension N over the prime field k0 of k. The second item follows from the observation

that any hypersurface of dimension N and degree d over a field extension of k0, such

that the coefficients of a defining equation are algebraically independent over k0, is as

an abstract scheme (i.e. without any structure morphism) a base change of the generic

fibre of X0 → B0. This concludes the proof of the lemma. □

3. Torsion orders and decompositions of the diagonal relative to a

closed subset

Let X be a variety over a field k. We say that e times the diagonal of X decomposes

if there is a zero-cycle z ∈ CH0(X) such that

e ·∆X = z ×X + Z ∈ CHdimX(X ×k X),
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for some cycle Z whose support does not dominate the second factor of X ×k X, see

[BS83]. The torsion order of X, denoted by Tor(X), is the smallest positive integer e

such that a decomposition as above exists; it is ∞ if no such integer exists, see e.g. [CL17,

Kah17, Sch21a]. We say that X admits a decomposition of the diagonal if Tor(X) = 1.

By the localization exact sequence [Ful98, §1.8], this is equivalent to saying that δX ∈
im(CH0(Wk(X)) → CH0(Xk(X))) for a zero-dimensional closed subset W ⊂ X, where

δX ∈ Xk(X) denotes the point induced by the diagonal ∆X ⊂ X ×k X. This leads to the

following simple but useful variant.

Definition 3.1. Let X be a variety over a field k and let Λ be a ring. We say that X

admits a Λ-decomposition of the diagonal relative to a closed subset W ⊂ X if

δX ∈ im
(
CH0(Wk(X),Λ) → CH0(Xk(X),Λ)

)
,

where δX denotes the diagonal point induced by the diagonal ∆X ⊂ X ×k X. If Λ = Z,
we also say that X admits a decomposition (or integral decomposition) of the diagonal

relative to W .

Variants of the notion of a decomposition of diagonal relative to a closed subscheme

appear for example in [BS83], [Voi17, Definition 1.2], and [CL17, Definition 1.1].

Remark 3.2. By the above discussion, X admits a decomposition of the diagonal if and

only if it admits a decomposition relative to a closed subset of dimension zero.

By the localization sequence, the condition on δX in Definition 3.1 is equivalent to

δX ∈ ker
(
CH0(Xk(X),Λ) → CH0(Uk(X),Λ)

)
,

where U = X \W . It follows that a Λ-decomposition of the diagonal relative to W ⊂ X

is the same thing as a Λ-decomposition of the diagonal of U , relative to the empty set.

These observations lead us to the following relative version of the aforementioned torsion

order studied for instance in [CL17, Kah17, Sch21a].

Definition 3.3. Let X be a variety over a field k and let Λ be a ring. The Λ-torsion

order of X relative to a closed subset W ⊂ X, denoted by TorΛ(X,W ), is the order of

the element

δX |U = δU ∈ CH0(Uk(X),Λ),

where U = X \W .

By definition, TorΛ(X,W ) ∈ N∪{∞}. If Λ has characteristic c ̸= 0, then TorΛ(X,W )

divides c and hence is finite.

We remark that the torsion order of proper varieties relative to the empty set has

somewhat pathological behaviour. For instance, the Z-torsion order of a proper variety
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with respect to the empty set is always ∞, but it may or may not be finite relative to a

non-empty closed subset W ⊂ X.

Remark 3.4. The Λ-torsion order of X relative to W is 1 if and only if X admits

a Λ-decomposition of the diagonal relative to W . Moreover, the Λ-torsion order of X

relative to W is nothing but the Λ-torsion order of X \W , relative to the empty set.

Remark 3.5. IfX is an algebraic scheme over k (not necessarily irreducible) andW ⊂ X

is a closed subset such that U = X \W is integral, then we can, in view of Remark 3.4,

still define TorΛ(X,W ) via the order of the element

δU ∈ CH0(Uk(U),Λ).

Lemma 3.6. Let X be a variety over a field k and let W ⊂ X be closed. Then the

following hold:

(a) For all m ∈ Z, TorZ/m(X,W ) | TorZ(X,W ).

(b) Let W ′ ⊂ W ⊂ X be a closed subset, then TorΛ(X,W ) | TorΛ(X,W ′).

(c) Tor(X) is the minimum of the relative torsion orders TorZ(X,W ) where W ⊂ X

runs through all closed subsets of dimension zero.

(d) If X is proper and deg : CH0(X) → Z is an isomorphism, then Tor(X) = TorZ(X,W )

for any closed subset W ⊂ X of dimension zero, which contains a zero-cycle of degree

1.

(e) If k = k̄ is algebraically closed, then TorΛ(X,W ) = TorΛ(XL,WL) for any ring Λ

and any field extension L/k.

Proof. Items (a)–(d) follow easily from the definitions and the above discussions. To

prove item (e), note that TorΛ(XL,WL) | TorΛ(X,W ) (even without asking that k is

algebraically closed). The converse divisibility statement follows via a straightforward

“spreading out and specialization at a k-point” argument. This concludes the proof of

the lemma. □

The next lemma explains the geometric meaning of Λ-torsion orders.

Lemma 3.7. Let X be a proper variety over a field k and let Λ be a ring. Assume

that X admits a resolution of singularities or that the exponential characteristic of k is

invertible in Λ. If for some closed subset W ⊂ X the complement U := X \W is smooth,

then CH0(UL,Λ) is TorΛ(X,W )-torsion for all field extensions L/k.

Proof. Since TorΛ(XL,WL) divides Tor
Λ(X,W ), we can assume without loss of generality

that L = k. By work of Temkin [Tem17], we can pick an alteration τ : X ′ → X whose

degree is a power of the exponential characteristic. Moreover, we can choose τ to be

of degree 1 if X admits a resolution of singularities. We then let W ′ := τ−1(W ) and
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U ′ = X ′ \ W ′. We further let V ⊂ U be the locus over which τ is étale and define

V ′ := τ−1(V ).

Let m := TorΛ(X,W ). By assumptions, m · δX ∈ CH0(Xk(X),Λ) vanishes when re-

stricted to U . Hence,

m · τ ∗δU = 0 ∈ CH0(U
′
k(U),Λ).

The base change of this class to the field extension k(U ′) of k(U) still vanishes. If we

spread this out and use the localization sequence, we find that

m · Γ = [Z1] + [Z2] ∈ CHdimX′(X ′ ×X ′,Λ),(3.1)

where Γ ⊂ X ′ ×X ′ denotes the closure of the locus

(τ |V ′ × τ |V ′)−1(∆V ) = {(x, y) ∈ V ′ × V ′ | τ(x) = τ(y) ∈ V } ⊂ X ′ ×X ′,

and Z1, Z2 denote some cycles with

suppZ1 ⊂ W ′ ×X ′ and suppZ2 ⊂ X ′ ×D

for some nowhere dense closed subset D ⊊ X ′.

Let now z ∈ CH0(U,Λ). By Chow’s moving lemma, we can assume that supp z ⊂ V

and supp z ∩ τ(D) = ∅. We aim to show m · z = 0 ∈ CH0(U,Λ). To this end, let

p : X ′ ×X ′ → X ′ and q : X ′ ×X ′ → X ′ denote the projections to the first and second

factors, respectively. Since X ′ is smooth and proper over k, we can define pullbacks

along correspondences in CHdimX(X ′ ×X ′,Λ).

By assumption, the support of z lies in the locus over which τ is étale: supp z ⊂ V .

We can thus define the zero-cycle τ ∗z on X ′ on the level of cycles via the preimages of

the points in the support of z. We then apply the correspondence Γ and get

m · Γ∗(τ ∗z) = p∗(mΓ · q∗τ ∗z) ∈ CH0(X
′,Λ).

Since the support of z is contained in the locus V over which τ is étale, a direct compu-

tation shows that the above zero-cycle has the property that

τ∗(m · Γ∗(τ ∗z)) = (deg τ)2 ·m · z ∈ CH0(X,Λ).(3.2)

Conversely, by (3.1), we know that this cycle is rationally equivalent to

τ∗(Γ
∗(m · τ ∗z)) = τ∗([Z1]

∗(τ ∗z) + [Z2]
∗(τ ∗z)) ∈ CH0(X,Λ).

Since suppZ2 ⊂ X ′ ×D and supp z ∩ τ(D) = ∅, we have [Z2]
∗(τ ∗z) = 0 and so

Γ∗(m · τ ∗z) = [Z1]
∗(τ ∗z) ∈ CH0(X

′,Λ).

Since suppZ1 ⊂ W ′×X ′, the above class lies in the image of CH0(W
′,Λ) → CH0(X

′,Λ).

Hence,

τ∗Γ
∗(m · τ ∗z) ∈ im(CH0(W,Λ) → CH0(X,Λ)).
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By (3.2), it follows that

(deg τ)2 ·m · z ∈ im(CH0(W,Λ) // CH0(X,Λ)).

By the localization sequence, this implies

deg(τ)2 ·m · z|U = 0 ∈ CH0(U,Λ).

Since deg(τ)2 is either one or a power of the exponential characteristic of k, it is invertible

in Λ by assumption. We deduce, as we want, that z ∈ CH0(U,Λ) is m-torsion. This

concludes the proof of the lemma. □

We will use that Λ-torsion orders relative to closed subsets are well-behaved under

specialization, as shown by the following lemma.

Lemma 3.8. Let R be a discrete valuation ring with fraction field K and residue field k.

Let X → SpecR be a separated flat R-scheme of finite type with generic fibre X = X ×K

and special fibre Y = X × k. Let X̄ = X × K̄ and Ȳ = Y × k̄ be the base changes

to algebraic closures of K and k, respectively. Let WX ⊂ X be a closed subset with

WX̄ := WX × K̄ ⊂ X̄ and WȲ := WX × k̄ ⊂ Ȳ . Assume that the fibres of U = X \WX

over R are non-empty and geometrically integral.

Then we have

TorΛ(Ȳ ,WȲ ) | TorΛ(X̄,WX̄).

Proof. By inflation of local rings [Bou06, Chapter IX, Appendice §2, Corollaire du

Théorème 1 and Exercice 4], there is an unramified extension of discrete valuation rings

R′/R such that the residue field of R′ is k̄. Up to a base change along R′/R we can thus

assume that k is algebraically closed. (This uses item (e) in Lemma 3.6.)

Let m := TorΛ(X̄,WX̄). Then there is a finite extension K ′/K such that the Λ-torsion

order of X × K ′ relative to WX × K ′ is m. Let RK′ ⊂ K ′ be the integral closure of

R in K ′ and let R′ ⊂ K ′ be the localization of RK′ at a maximal ideal lying over the

maximal ideal of R. Then R′ is a discrete valuation ring with FracR′ = K ′ and R ⊂ R′.

Up to a base change along SpecR′ → SpecR, we can then assume that K = K ′. Hence,

m = TorΛ(X,WX) and it remains to show that

TorΛ(Y,WY ) | m.(3.3)

Let U = X \WX with generic fibre Uη := U ×K and special fibre U0 := U × k. By

assumptions, U → SpecR is flat with non-empty geometrically integral fibres. Let A be

the local ring of U at the generic point of the special fibre U0. Since U0 is integral, A

is a discrete valuation ring with residue field k(U0) and fraction field K(Uη). We then
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apply Fulton’s specialization map on Chow groups to the base change UA := U×RA and

obtain a group homomorphism

sp : CH0(Uη ×K(Uη),Λ) // CH0(U0 × k(U0),Λ)

with sp(δUη) = δU0 , see Lemma 2.3. This implies (3.3), because m = TorΛ(X,WX) is the

order of δUη , while TorΛ(Y,WY ) is the order of δU0 . □

4. Obstruction map

Let Y =
⋃

i∈I Yi be an snc scheme over k (see Definition 2.1). We say that Y has no

triple intersections if Yi ∩ Yj ∩ Yl = ∅ for all pairwise different i, j, l ∈ I.

The following map is the key player in Theorem 1.4, stated in the introduction.

Definition 4.1. Let Y =
⋃

i∈I Yi be an snc scheme over k which has no triple intersec-

tions. We fix a total order ‘<’ on I. Let Λ be a ring. Then we define the obstruction

map

(4.1) ΨΛ
Y :
⊕
l∈I

CH1(Yl,Λ) //
⊕
i,j∈I
i<j

CH0(Yij,Λ), (γl)l
� //

(
γi|Yij

− γj|Yij

)
i,j
,

where Yij = Yi ∩ Yj for i, j ∈ I.

In the above definition, γi|Yij
is the intersection with the divisor Yij ⊂ Yi, see [Ful98,

§2.3]. In particular, γi|Yij
is represented by a 0-cycle supported on the set-theoretic

intersection |γj| ∩ Yij and hence can be viewed as a class in CH0(Yij,Λ), see also [Ful98,

Convention 1.4]. We further note that we have CH0(Yij,Λ) = 0 if Yij = ∅ and we set

γi|Yij
= 0 in this case.

Theorem 4.2. Let R be a discrete valuation ring with algebraically closed residue field

k and fraction field K. Let Λ be a ring of positive characteristic c ∈ Z≥1 such that the

exponential characteristic of k is invertible in Λ. Let X → SpecR be a strictly semi-stable

R-scheme (see Definition 2.1) with geometrically integral generic fibre X = X ×RK and

special fibre Y = X ×R k. Assume that Y =
⋃

i∈I Yi has no triple intersections and fix a

total order ‘<’ on I. Then the cokernel of the map

ΨΛ
YL

:
⊕
l∈I

CH1(Yl ×k L,Λ) //
⊕
i,j∈I
i<j

CH0(Yij ×k L,Λ)

from (4.1) is TorΛ(X̄, ∅)-torsion for every field extension L/k.

Note that the family X → SpecR in the above theorem is not assumed to be proper.

We can always choose a relative Nagata compactification of this morphism, see [Stacks,

Tag 0F41]. Replacing TorΛ(X̄, ∅) by the relative torsion order of the compactification

(cf. Definition 3.3 and Remark 3.4), we can then rephrase the above theorem as follows.

https://stacks.math.columbia.edu/tag/0F41
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Theorem 4.3. Let R be a discrete valuation ring with algebraically closed residue field

k and fraction field K. Let Λ be a ring of positive characteristic c ∈ Z≥1 such that

the exponential characteristic of k is invertible in Λ. Let X → SpecR be a proper flat

R-scheme with geometrically integral generic fibre X = X ×R K and special fibre Y =

X ×R k. Let WX ⊂ X be a closed subscheme and let WX := WX ∩X and WY := WX ∩Y

be the respective intersections (i.e. fibre products). Assume that the following conditions

are satisfied:

(1) X ◦ := X \WX is a strictly semi-stable R-scheme (see Definition 2.2);

(2) Y ◦ := Y \WY =
⋃
i∈I

Y ◦
i has no triple intersections.

Given a total order ‘<’ on I, the cokernel of the map

ΨΛ
Y ◦
L
:
⊕
l∈I

CH1(Y
◦
l ×k L,Λ) //

⊕
i,j∈I
i<j

CH0(Y
◦
ij ×k L,Λ)

from (4.1) is TorΛ(X̄,WX̄)-torsion for every field extension L/k, where WX̄ := WX×KK̄.

Corollary 4.4. Let the assumptions be as in Theorem 4.3. If X̄ admits a Λ-decomposition

of the diagonal relative to WX̄ , then the map

ΨΛ
Y ◦
L
:
⊕
l∈I

CH1(Y
◦
l ×k L,Λ) //

⊕
i,j∈I
i<j

CH0(Y
◦
ij ×k L,Λ)

is surjective for every field extension L/k.

We illustrate the mechanism of the above corollary in the following example, where we

show formally that the fact that elliptic curves admit no decomposition of the diagonal

with respect to a finite set of points implies that the same holds for certain quartic

surfaces. The result itself is of course a well-known consequence of [BS83] and the

emphasis lies in the mechanism of the argument.

Example 4.5. Let Λ be a ring of characteristic c ≥ 2. Let k be an algebraically closed

field such that the exponential characteristic of k is invertible in Λ and let f, g0, g1 ∈
k[x0, x1, x2, x3] be general homogeneous polynomials of degrees deg f = 4 and deg gi = 2.

Consider the degeneration X = {t · f + g0g1 = 0} over R = k[[t]] of a smooth quartic

surface into the union Y0 ∪ Y1 of two smooth quadric surfaces Yi = {gi = 0} which

meet along a smooth elliptic curve Z := Y01 = Y0 ∩ Y1. Let S ⊂ X be a closed reduced

subscheme which is finite and surjective over SpecR. We further let Ti ⊂ Yi be the union

of two lines contained in the two different rulings of the quadric surface Yi and set

WX := S ∪ T0 ∪ T1 ∪ X sing,

where we note that the singular locus X sing = {f = g0 = g1 = t = 0} is a finite number of

points on Z. In the above notation, Y ◦
i = Yi\WX is an open subset of Yi\Ti ≃ A2, hence
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CH1(Y
◦
i ×kL,Λ) = 0 for i = 0, 1 and any field extension L/k. By construction, WX meets

Z in finitely many points. Since the elliptic curve Z does not admit a Λ-decomposition

of the diagonal with respect to a finite collection of points, the group CH0(Z
◦ ×k L,Λ)

is nontrivial for L = k(Z), where Z◦ = Z \WX . It follows that Ψ
Λ
Y ◦
L
is not surjective and

so Corollary 4.4 implies that the geometric generic fibre X̄ of our family does not admit

a Λ-decomposition of the diagonal with respect to the finite set of points S ×R K̄.

The following example extends the argument in the previous example to the nontrivial

case of quartic fivefolds, which was the main result in [PS23]. We leave some details to

the reader; similar constructions and arguments will be given with full details in the

proof of Theorem 1.1 below.

Example 4.6. Let k be an algebraically closed field of characteristic different from 2

and let Λ = Z/2. Consider the homogeneous polynomial

f = x2
0y

2
1 + x1x2y

2
2 + x0x2y

2
3 + x0x1g + x3

0z + x2
0y1w ∈ k[x0, x1, x2, y1, y2, y3, z, w],

where g := x2
0 + x2

1 + x2
2 − 2x0x1 − 2x0x2 − 2x1x2. We consider the degeneration

X := {tx2
0 + zw = f = 0} ⊂ P7

R → SpecR

over R = k[[t]] of a singular (2, 4)-complete intersection X in P7
k((t)) into a union Y =

Y0∪Y1 of two singular quartic fivefolds intersecting in the singular integral quartic fourfold

Z := Y01 = {x2
0y

2
1 + x1x2y

2
2 + x0x2y

2
3 + x0x1g = 0} ⊂ P5

k,

which is birational to the quadric surface bundle example in [HPT18, Example 8]. Let

S ⊂ X be the closure of a finite set of points in X and let

WX := S ∪ {x0x1x2y1 = 0} ∪ SingZ ⊂ X .

One can check that X ◦ := X \WX is strictly semi-stable. The singular quartic fivefold

Yi (i = 0, 1) is birational to P5 via the projection from the singular point of multiplicity

3 given by xi = 0 and yj = 0 for all i, j and z = 1 (resp. w = 1). The restriction of

this projection to the open subset Y ◦
i = Yi \ WX gives an isomorphism with an open

subset of A5 = P5 \ {x0 = 0}. Hence, CH1(Y
◦
i ×k L) = 0 for every field extension

L/k. Recall the unramified class α = (x1/x0, x2/x0) ∈ H2
nr(k(Z),Z/2) from [HPT18,

Proposition 11]. A direct computation (using e.g. [Sch19b, Theorem 2.3]) shows that

this class vanishes on the generic points of the divisors {x0x1x2 = 0} and {y1 = 0}
(the latter uses that ⟨ g

x2
0
⟩ is a subform of the quadratic form ⟨1, x1

x0
⟩ over k(P2)). We

then pass to a resolution or alteration of Z and apply the vanishing result in [Sch19b,

Proposition 5.1] to the unramified class from [HPT18, Proposition 11], to conclude via

an “action of correspondences” argument that Z does not admit a Λ-decomposition of

the diagonal relative to WZ = WX ∩ Z = (S ∩ Z) ∪ {x0x1x2y1 = 0} ∪ SingZ ⊂ Z; see
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Theorem 6.1 below for more details on this type of argument. Thus, CH0(Z
◦ × k(Z),Λ)

is nontrivial, where Z◦ = Z \WZ . It follows that the map ΨΛ
Y ◦
k(Z)

in Corollary 4.4 is not

surjective. Consequently, X̄ does not admit a Λ-decomposition of the diagonal relative

to WX̄ = (WX ∩ X)K̄ . The substitution y1 = zy1/x0 and w = −tx2
0/z shows that the

(2, 4) complete intersection X is birational to the singular quartic hypersurface

X ′ = {z2y21 + x1x2y
2
2 + x0x2y

2
3 + x0x1g + x3

0z − tx3
0y1 = 0} ⊂ P6

k((t)).

One checks that the restriction of the induced birational map X 99K X ′ to X \WX yields

an isomorphism onto its image. It follows that, even after base change to an algebraic

closure of k((t)), X ′ does not admit a decomposition of the diagonal relative to the union

of {x0x1x2y1z = 0} ⊂ X ′ with a finite set of points. This produces a singular quartic

fivefold that does not admit a Λ-decomposition of the diagonal relative to a finite set of

points (union its singular locus). We can then apply Lemma 3.8 to conclude that any

smooth quartic fivefold that degenerates to X ′ does not admit a decomposition of the

diagonal relative to a finite set of points. Altogether, this yields a simplified argument

for the main result in [PS23].

Remark 4.7. In order to prove Theorem 1.1, we would like to replace in the above

argument the example [HPT18, Example 8] with the higher dimensional examples in

[Sch19b, Section 4 and 7]. This does not work directly as the unramified class α from

[Sch19b, Proposition 5.1] does not vanish along the divisor {y1 = 0}. We circumvent this

problem by introducing an additional parameter λ in the family, see Section 5. Further

technical difficulties appear because we aim to apply the above argument inductively,

where we degenerate to Y0 ∪ Y1 such that Y0 ∩ Y1 is birational to the example of lower

dimension we had treated before.

4.1. Comparison to the map in [PS23]. We recall the obstruction map from [PS23]

in the generality needed in this paper. Let Λ be a ring and let Y =
⋃
i∈I

Yi be an snc

scheme over a field k. Then we consider for i, j ∈ I the homomorphism

(4.2) ΦΛ
Yi,Yj

: CH1(Yi,Λ) // CH0(Yj,Λ), γi
� //

ιij,j ∗(γi|Yij
) if i ̸= j,

−
∑
l ̸=i

ιil,i ∗(γi|Yil
) if i = j,

where ιij,i : Yij := Yi ∩ Yj → Yi is the natural inclusion and γi|Yij
:= ι∗ij,iγ is the pullback

along the regular embedding ιij,i of the Cartier divisor Yij in Yi, see [PS23, Definition

3.1 and Lemma 3.2]. We additionally set

ΦΛ
Y,Yj

:=
∑
i∈I

ΦΛ
Yi,Yj

:
⊕
i∈I

CH1(Yi,Λ) // CH0(Yj,Λ)
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for j ∈ I and

ΦΛ
Y :=

∑
j∈I

ΦΛ
Y,Yj

:
⊕
i∈I

CH1(Yi,Λ) //
⊕
j∈I

CH0(Yj,Λ).

Lemma 4.8. Let R be a discrete valuation ring with residue field k and let X → SpecR

be a strictly semi-stable R-scheme with special fibre Y := X ×R k. Then for i, j ∈ I and

γi ∈ CH1(Yi,Λ), we have

ΦΛ
Yi,Yj

(γi) = ι∗j ιi ∗γi ∈ CH0(Yj,Λ),

where ιi : Yi → X is the natural inclusion.

Proof. This follows from [Ful98, Theorem 6.2], see also [PS23, Lemma 3.2]. □

The effect of base changes for Φ has previously been studied in [PS23, Section 4]

and [Lan24, Theorem 1.1]; some version of Ψ appeared implicitly in the proof of [PS23,

Proposition 4.4].

Proposition 4.11 below compares Φ and Ψ and shows that the morphism Ψ introduced

in (4.1) has excellent properties under base changes. This will play an important role in

the proof of Theorem 4.2 below.

Recall that the dual graph G = (V,E) of an snc scheme Y without triple intersections

is the graph whose vertices V correspond to the irreducible components of Y and whose

edges E encode the codimension 1 subvarieties of Y . Moreover, we explicitly fix a total

order ‘<’ on the set of vertices V . We denote for a vertex v ∈ V and an edge e ∈ E the

corresponding irreducible subvariety by Yv and Ye, respectively. For an edge e ∈ E, we

denote its end points by v(e), w(e) ∈ V and assume that v(e) < w(e). (Note that every

edge in G has two distinct vertices.)

Lemma 4.9. Let Λ be a ring of finite characteristic c ∈ Z≥1. Let R be a discrete

valuation ring with fraction field K and algebraically closed residue field k. Let X →
SpecR be a strictly semi-stable R-scheme whose special fibre Y := X ×R k has no triple

intersections with dual graph G = (V,E). Let R′/R be a finite ramified extension of

discrete valuation rings such that the ramification index r is divisible by c. Let X ′ →
X ×R R′ be a resolution given by repeatedly blowing up the non-Cartier components of

the special fibre as in [Har01]. Then the following holds:

(1) X ′ is strictly semi-stable and its special fibre Y ′ has no triple intersections. The dual

graph G′ = (V ′, E ′) of Y ′ consists of the vertices V ′ = V ∪ (E × {1, . . . , r − 1}) and
edges (v′, w′) ∈ V ′ × V ′ of the form

v′ = (e, n), w′ = (e, n+ 1) for e ∈ E, n ∈ {1, . . . , r − 2},

v′ = v(e), w′ = (e, 1) for e ∈ E, or

v′ = (e, r − 1), w′ = w(e) for e ∈ E.
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(2) The components Y ′
v for v ∈ V are isomorphic to Yv and the components Y ′

(e,n) for

e ∈ E and 1 ≤ n < r are P1-bundles over Ye with two disjoint sections

s(e,n) : Y
′
(e,n) ∩ Y ′

(e,n+1)
//Y ′

(e,n),

s′(e,n) : Y
′
(e,n−1) ∩ Y ′

(e,n)
//Y ′

(e,n),

given by the natural inclusion, where we set Y ′
(e,0) = Y ′

v(e) and Y ′
(e,r) = Y ′

w(e).

Proof. The geometry of the resolution after finite base-change is explained for example

in [PS23, Section 4.2] for chains. The same arguments work for any special fibre that

has no triple intersections, see also [Lan24, Proposition 4.11]. □

Remark 4.10. The graph (V ′, E ′) is obtained by subdividing each edge of (V,E) into

r pieces, see for example [Lan24, Example A.1].

Proposition 4.11. In the notation of Lemma 4.9, let L/k be a field extension. If the

cokernel of

ΦΛ
Y ′
L
:
⊕
v′∈V ′

CH1(Y
′
v′ ×k L,Λ) //

⊕
w′∈V ′

CH0(Y
′
w′ ×k L,Λ)

is m-torsion for some integer m, then the cokernel of the map

ΨΛ
YL

:
⊕
l∈V

CH1(Yl ×k L,Λ) //
⊕
i,j∈V
i<j

CH0(Yij ×k L,Λ)

from (4.1) is m-torsion.

Proof. For ease of notation, we will deal with the case L = k in what follows; the general

case follows verbatim via the same argument.

Recall that q(e,n) : Y
′
(e,n) → Ye is a P1-bundle for 1 ≤ n < r by item (2) in Lemma 4.9.

Thus there exists isomorphisms

CH1(Y
′
(e,n),Λ) ≃ CH1(Ye,Λ)⊕ q∗(e,n) CH0(Ye,Λ),(4.3)

CH0(Y
′
(e,n),Λ) ≃ CH0(Ye,Λ),(4.4)

see [Ful98, Theorem 3.3 (b)]. Note that the subspace q∗(e,n) CH0(Ye,Λ) is canonical,

while the subspace CH1(Ye,Λ) ⊂ CH1(Y
′
(e,n),Λ) depends on a choice of a section of

q(e,n) : Y
′
(e,n) → Ye.

Step 1. We will show that for every γ′ ∈
⊕

v′∈V ′ CH1(Y
′
v′ ,Λ), there exists another class

γ ∈
⊕

v′∈V ′ CH1(Y
′
v′ ,Λ) with the same image ΦΛ

Y ′(γ) = ΦΛ
Y ′(γ′), such that the component

γ(e,n) ∈ CH1(Y
′
(e,n),Λ) of γ satisfies

(4.5) γ(e,n) ∈ q∗(e,n)CH0(Ye,Λ) ⊂ CH1(Y
′
(e,n),Λ)

for each (e, n) ∈ E × {1, . . . , r − 1}.
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This follows from the argument in [PS23, Lemma 4.3], which we explain for the conve-

nience of the reader. Let γ′ = (γ′
v′)v′ ∈

⊕
v′∈V ′ CH1(Y

′
v′ ,Λ) be a collection of one-cycles

and let (e, n) ∈ E × {1, . . . , r − 1}. Using (4.3), we can write γ′
(e,n) as

γ′
(e,n) = q∗(e,n)α(e,n) + s(e,n) ∗ζ(e,n),

for some α(e,n) ∈ CH0(Ye,Λ) and some ζ(e,n) ∈ CH1(Ye,Λ), where s(e,n) is the section

given in item (2) of Lemma 4.9. Lemma 4.8 implies that

ΦΛ
Y ′(s(e,n) ∗ζ(e,n)) = ΦΛ

Y ′(s′(e,n+1) ∗ζ(e,n)),

where s′(e,n+1) : Y
′
(e,n) ∩ Y ′

(e,n+1) → Y ′
(e,n+1) is the natural inclusion. Thus

ΦΛ
Y ′(γ′) = ΦΛ

Y ′(γ′′),

where γ′′ = (γ′′
v′)v′ ∈

⊕
v′∈V ′ CH1(Y

′
v′ ,Λ) is given by

γ′′
v′ =


q∗(e,n)α(e,n) if v′ = (e, n),

γ′
(e,n+1) + s′(e,n+1) ∗ζ(e,n) if v′ = (e, n+ 1),

γ′
v otherwise,

where we set γ′
(e,r) = γ′

w(e) ∈ CH1(Y
′
w(e),Λ). Applying this argument for every edge e ∈ E

and 1 ≤ n ≤ r − 1 (in increasing order) finishes Step 1.

Since Y is an snc scheme without triple intersections, we have Ye ∩ Ye′ = ∅ for all

different e, e′ ∈ E. In particular,⊕
i,j∈V
i<j

CH0(Yij,Λ) =
⊕
e∈E

CH0(Ye,Λ).

Using this identification, there is a natural projection homomorphism

pre :
⊕
i,j∈V
i<j

CH0(Yij,Λ) // CH0(Ye,Λ)

for every e ∈ E. We denote the composition pre ◦ΨΛ
Y by ΨΛ

Y,Ye
.

Step 2. Let γ = (γv′)v′ ∈
⊕

v′∈V ′ CH1(Y
′
v′ ,Λ) be a one-cycle satisfying (4.5) and let

q : Y ′ → Y be the natural morphism. We will show that for every e ∈ E

(4.6)
r−1∑
n=1

n · ΦΛ
Y ′,Y ′

(e,n)
(γ) = ΨΛ

Y,Ye
(q∗γ) ∈ CH0(Ye,Λ),

where we view the zero-cycles on the left hand side as zero-cycles on Ye using (4.4).

To prove the above claim, first note that by assumption there exists α(e,n) ∈ CH0(Ye,Λ)

for every (e, n) ∈ E × {1, . . . , r − 1} such that

γ(e,n) = q∗(e,n)α(e,n) ∈ CH1(Y
′
(e,n),Λ).
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To simplify the formulas below, we set additionally

α(e,0) := γv(e)|Ye ∈ CH0(Ye,Λ),

α(e,r) := γw(e)|Ye ∈ CH0(Ye,Λ),

where γv(e)|Ye is the pullback of γv(e) along the regular embedding Ye ↪→ Yv(e) of the

Cartier divisor Ye ⊂ Yv(e). Note that we used here the isomorphisms Y ′
v(e) ≃ Yv(e). By

(4.2), we see that for such a collection of one-cycles γ = (γv′)v′ , for e ∈ E and 1 ≤ n < r,

ΦΛ
Y ′,Y ′

(e,n)
(γ) = −2α(e,n) + α(e,n−1) + α(e,n+1) ∈ CH0(Ye,Λ) ≃ CH0(Y

′
(e,n),Λ).

The following computation then shows the claim in Step 2

r−1∑
n=1

n · ΦΛ
Y ′,Y ′

(e,n)
(γ) =

r−1∑
n=1

n
(
−2α(e,n) + α(e,n−1) + α(e,n+1)

)
= α(e,0) − rα(e,r−1) + (r − 1)α(e,r) +

r−2∑
n=1

(−2n+ n+ 1 + n− 1)α(e,n)

= α(e,0) − α(e,r)

= γv(e)|Ye − γw(e)|Ye

= ΨΛ
Y,Ye

(q∗γ),

where we used in the third equality that r is divisible by the characteristic c of Λ.

We finish the proof of the proposition. To this end, let

z = (ze)e ∈
⊕
e∈E

CH0(Ye,Λ)

be a collection of zero-cycles. By assumption, there exists a one-cycle γ ∈
⊕

v′∈V ′ CH1(Y
′
v′ ,Λ)

such that ΦΛ
Y ′(γ) = β, where β is the collection of zero-cycles (βv′)v′ in

⊕
v′∈V ′ CH0(Y

′
v′ ,Λ)

with

βv′ =

m · ze for v′ = (e, 1),

0 otherwise.

By Step 1, we can assume that γ satisfies the condition (4.5). Then Step 2 shows that

m · z = ΨΛ
Y (q∗γ) is contained in the image of ΨΛ

Y , as we want. □

Remark 4.12. The key point in the above proof is (4.6). In the chain of equalities

showing (4.6), we used that Λ has positive characteristic c and r is divisible by c. We do

not know how to perform this step integrally, despite the fact that the (more general)

analysis of Φ under base changes carried out in [Lan24] does in fact work integrally.

Remark 4.13. In [PS23], the obstruction morphism ΦZ
Y is studied for strictly semi-

stable degenerations X → SpecR that are proper. Under this assumption, the image of
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ΦZ
Y is contained in the kernel of the degree map. The obstruction to the existence of a

decomposition of the diagonal used in [PS23] is the cokernel of ΦZ
Y , viewed as a map to

the subspace of degree-zero classes. In the above discussion, properness is dropped and

so we cannot talk about the degree anymore. This is the reason why we work directly

with the cokernel of Φ and Ψ, respectively. An important difference between Φ and Ψ

is the fact that Φ maps to the Chow groups of zero-cycles of the components, while Ψ

maps to CH0 of the intersections Yij of two irreducible components of Y .

4.2. Proof of Theorem 4.2.

Proof of Theorem 4.2. Let m := TorΛ(X̄, ∅). Then there exists a finite field extension

F/K such that TorΛ(XF , ∅) = m.

A suitable localization R′ of the integral closure of R in F is also a discrete valuation

ring with fraction field F and residue field k. (Note that k is algebraically closed.) Up

to replacing R′ by a ramified extension, we can assume that the ramification index r of

R′/R is divisible by the characteristic c of Λ.

Recall that the special fibre of X → SpecR is an snc scheme Y which has no triple

intersections by assumption and we denote its dual graph by (V,E). By Lemma 4.9, there

exists a resolution X̃ → X ×R R′ by repeatedly blowing-up the non-Cartier components

of the special fibre. The generic fibre of X̃ → SpecR′ is isomorphic to XF and the

special fibre Y ′ has no triple intersections and its dual graph (V ′, E ′) is as in Lemma 4.9

(1). It then suffices by Proposition 4.11 to show that cokerΦΛ
Y ′
L
is m-torsion for all field

extensions L/k.

Let L/k be a field extension. By inflation of local rings (see e.g. [Bou06, Chapter IX,

Appendice §2, Corollaire du Théorème 1 and Exercice 4]), there exists an unramified

extension of discrete valuation rings A/R′ such that the induced extension of residue

fields is L/k. Passing to the completion, we may in addition assume that A is complete.

We consider the base-change

X̃A := X̃ ×R′ A → SpecA,

which is a strictly semi-stable A-scheme, see e.g. [Har01, Proposition 1.3]. We aim to

show that the cokernel of the map

ΦΛ
Y ′
L
:
⊕
v′∈V ′

CH1(Y
′
v′,L,Λ) //

⊕
w′∈V ′

CH0(Y
′
w′,L,Λ)

defined in (4.2) is m-torsion, where Y ′
v′,L := Y ′

v′ ×k L. Let

z = (zw′)w′ ∈
⊕
w′∈V ′

CH0(Y
′
w′,L,Λ)

be a collection of zero-cycles. (By a moving lemma, we can assume that no zw′ lies in

the intersection of Y ′
w′ with another component Y ′

v′ .) By Hensel’s lemma, see [EGAIV.4,
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Théorème 18.5.17], there exists a horizontal one-cycle h ∈ Z1(X̃A,Λ) such that

(4.7) h|Y ′
w′,L

= zw′ ∈ CH0(Y
′
w′,L,Λ)

holds for all w′ already on the level of cycles (without rational equivalence). Recall that

m is the Λ-torsion order of XF with respect to the empty set. Lemma 3.7 together with

Nagata’s compactification theorem thus implies that CH0(XF ×F F ′,Λ) is m-torsion for

all field extension F ′/F . It follows that the restriction of m · h to the generic fibre

X̃A ×A F ′ = XF ×F F ′ vanishes, where F ′ is the fraction field of A. Thus the horizontal

one-cycle m · h is rationally equivalent to a cycle γ supported on the special fibre Y ′
L by

the localization exact sequence, see [Ful98, §1.8]. Hence, we see from (4.7) and Lemma

4.8 that m · z = ΦΛ
Y ′
L
(γ) is contained in the image of ΦΛ

Y ′
L
. This shows that the cokernel

of the map ΦΛ
Y ′
L
is m-torsion, which finishes the proof of the theorem. □

Remark 4.14. The assumption that the special fibre has no triple intersections in The-

orem 4.2 appears to be crucial. In particular, there seems to be no useful generalization

of Ψ to snc schemes with deeper strata, despite the fact that the definition of Φ in (4.2)

makes sense in more generality, see [PS23, Section 3]. Indeed, if Z = Yi1 ∩ · · · ∩ Yin is a

strata of the special fibre Y , then we can always perform an n : 1 base change followed

by a resolution as in [Har01] to arrive at a special fibre Ỹ that contains a component PZ

that is birational to a projective bundle over Z. However, for n ≥ 3, one can show via

similar arguments as in [Lan24] that the diagonal point of PZ will automatically be in

the image of ΦỸk(PZ )
. (The key difference to n ≤ 2 is that the blow-up of a component

Yij along Z contains a positive dimensional projective bundle over Z if n ≥ 3.) Hence,

the strategy for disproving (retract) rationality in [PS23, Lan24] cannot be applied to

strata given by the intersection of more than 2 components.

5. Double cone construction

In this section we consider an explicit degeneration of a variety birational to a degree d

hypersurface X ′ into a union of two rational varieties whose intersection Z is a degree d

hypersurface of lower dimension. We aim to apply Theorem 4.3 to this particular family

and show that the Λ-torsion order of Z divides the Λ-torsion order of X ′. In particular,

we can inductively increase the dimension of retract irrational hypersurfaces.

Let k = k0(λ) be an algebraic closure of the purely transcendental field extension k0(λ)

of an algebraically closed field k0. Write N = n + r + s for some integers n, r, s ∈ Z≥0

and consider integers d ≥ 4 and l ≥ 1 such that 2l ≤ d. We denote the homogeneous

coordinates of PN+3
k by x0, . . . , xn, y1, . . . , yr+1, z1, . . . , zs, z, w. Let

(5.1) f, a0, a1, . . . , al ∈ k0[x0, . . . , xn, y1, . . . , ŷj, . . . , yr+1, z1, . . . , zs]
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be homogeneous polynomials of degree deg f = d and deg ai = d − 2i which do not

contain the variable yj for some 1 ≤ j ≤ r + 1. Assume that

(5.2) f + a0 ∈ k[x0, . . . , xn, y1, . . . , ŷj, . . . , yr+1, z1, . . . , zs] is irreducible.

Let R := k[t](t) be the local ring of A1 at the origin and consider the complete intersection

R-scheme

(5.3) X :=

{
f +

l∑
i=0

aix
i
0y

i
j + xd−1

0 z + xd−2
0 (λyj + x0)w = tx2

0 + zw = 0

}
⊂ PN+3

R .

Lemma 5.1. The singular locus of X in (5.3) is contained in {x0 = 0} ⊂ X .

Proof. Consider the part of the Jacobian given by the derivatives ∂t and ∂z(
0 xd−1

0

x2
0 w

)
.

As the singular locus is given by the vanishing of all 2 × 2 minors of the Jacobian, we

see that it is contained in {x0 = 0} as claimed. □

The generic fibre of the family X → SpecR in (5.3) is birational to a degree d hy-

persurface. For the inductive argument to work, it will be important to understand the

corresponding birational map, which is the content of the following lemma, where we

denote by K := k(t) the fraction field of R = k[t](t).

Lemma 5.2. The generic fibre X = X ×R K of the family (5.3) is birational to a

geometrically integral degree d hypersurface X ′ of the form

(5.4) X ′ =

{
f +

l∑
i=0

a′iy
i
j = 0

}
⊂ PN+2

K ,

where f is as in (5.1) and a′0, . . . , a
′
l ∈ K[x0, . . . , xn, y1, . . . , ŷj, . . . , yr+1, z1, . . . , zs+1] are

homogeneous polynomials of degree deg a′i = d− i. (An explicit formula for them is given

in (5.6) below.) Moreover, they satisfy the following properties:

(1) The birational map induces an isomorphism between the open subsets {x0 ̸= 0} ⊂ X

and {x0zs+1 ̸= 0} ⊂ X ′;

(2) If there exists e ∈ N such that xie
0 | ai for all i = 0, . . . , l, then xie

0 | a′i for all

i = 0, . . . , l;

(3) If all a0, . . . , al do not contain one of the coordinates x1, . . . , xn, y1, . . . , yr+1, or

z1, . . . , zs, then so do all a′0, . . . , a
′
l;

(4) The polynomial f + a′0 is irreducible over K̄.
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Proof. The parameter t is nonzero on the generic fibre X of (5.3). We then work on the

open subset {x0z ̸= 0} and perform the substitution w = −tx2
0z

−1 to obtain the equation

f +
l∑

i=0

aix
i
0y

i
j + xd−1

0 z − xd−2
0 (λyj + x0)tx

2
0z

−1 = 0.(5.5)

After the change of coordinates yj
� // yjz/x0−λ−1x0 we arrive at the degree d hypersur-

face given by the vanishing of the polynomial

f +
l∑

i=0

ai(yjz − λ−1x2
0)

i + xd−1
0 z − tλxd−1

0 yj = 0.

Reordering the terms and renaming the coordinate z to zs+1, yields the claim that X is

birational to a degree d hypersurface X ′ of the form (5.4), where

(5.6) a′i = zis+1

(
l∑

m=i

(
m

i

)
(−λ−1)m−ix2m−2i

0 am

)
− δi,1tλx

d−1
0 + δi,0x

d−1
0 zs+1.

This shows (2) and (3). Item (1) follows immediately from the above construction.

Indeed, the coordinate transformation yj
� // yjz/x0−λ−1x0 is invertible on the set {x0z ̸=

0} with inverse given by yj
� //x0(yj + λ−1x0)/z. Thus the birational map induces an

isomorphism between the open subsets {x0 ̸= 0} = {x0z ̸= 0} ⊂ X and {x0zs+1 ̸= 0} ⊂
X ′. (Note that we renamed the z-coordinate to zs+1.) Next we prove (4). Since a′0
contains the variable zs+1 linearly by (5.6) and f does not contain zs+1, the condition

(5.2) implies that f + a′0 is irreducible, as claimed. The hypersurface X ′ is geometrically

integral by (4). □

Remark 5.3. The name “double cone construction” is taken from [Moe23]; it is reflected

by the fact that the generic fibre of our degeneration can birationally be described by

the equation (5.5) above, which contains the variable z and its inverse linearly and so

its Newton polytope is a double cone. We note however that the degenerations that

we use in this paper in general do not have toric singularities (e.g. because the singular

hypersurfaces in [Sch19b] do not have toric singularities) and hence is different from the

degenerations suitable for the method of [NO22, Moe23].

Corollary 5.4. The generic fibre X of (5.3) is geometrically integral.

Proof. Since X is a complete intersection in PN+3
K , it is equidimensional and Cohen-

Macaulay. As X is Cohen-Macaulay, X has no embedded components. By Lemma 5.2,

we know that the open subset {x0 ̸= 0} ⊂ X is isomorphic to an open subset of the

geometrically integral hypersurface X ′ ⊂ PN+2
K in (5.4). Hence it suffices to show that

the subset {x0 = 0} ⊂ X is not an irreducible component of X, which is clear because

f + a0 is an irreducible polynomial by (5.2). □
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We turn to the special fibre of the family (5.3). The special fibre Y = X ×R k of the

family (5.3) has two components, namely

Y0 :=

{
f +

l∑
i=0

aix
i
0y

i
j + xd−1

0 z = 0

}
⊂ PN+2

k ,(5.7)

Y1 :=

{
f +

l∑
i=0

aix
i
0y

i
j + xd−2

0 (λyj + x0)w = 0

}
⊂ PN+2

k .(5.8)

The intersection Z := Y0 ∩ Y1 is the degree d hypersurface

(5.9) Z :=

{
f +

l∑
i=0

aix
i
0y

i
j = 0

}
⊂ PN+1

k ,

The assumption (see (5.2)) that f + a0 is irreducible implies that Z is integral.

Lemma 5.5. The singular locus of Y0 is contained in {x0 = 0} and the singular locus

of Y1 is contained in the closed subset {x0(λyj + x0) = 0}. Moreover,

Y sing
1 ∩ Z ⊂ Zsing.

Proof. The derivative of the defining equation of Y0 with respect to z is given by

∂z

(
f +

l∑
i=0

aix
i
0y

i
j + xd−1

0 z

)
= xd−1

0 .

Hence, the singular locus of Y0 is contained in {x0 = 0}.
The derivative of the defining equation of Y1 with respect to w is given by

∂w

(
f +

l∑
i=0

aix
i
0y

i
j + xd−2

0 (λyj + x0)w

)
= xd−2

0 (λyj + x0).

Hence, the singular locus of Y1 is contained in {x0(λyj + x0) = 0} as claimed. Finally,

the last claim in the lemma is clear, as Z ⊂ Y1 is a Cartier divisor in Y1 (given by

{w = 0} ⊂ Y1). □

In order to understand the obstruction map (4.1) for the family (5.3), we need to

control the Chow group of the two components Y0 and Y1.

Lemma 5.6. Let Y0 and Y1 be as in (5.7) and (5.8), i.e. the irreducible components of

the special fibre of the family (5.3). Consider the divisors D0 := {x0 = 0} ⊂ Y0 and

D1 := {x0(λyj + x0) = 0} ⊂ Y1. Then the natural push-forward maps

CH1(D0 ×k L) // CH1(Y0 ×k L), CH1(D1 ×k L) // CH1(Y1 ×k L)

are surjective for every field extension L/k.
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Proof. Let L/k be a field extension. Recall that

Y0 ×k L =

{
f +

l∑
i=0

aix
i
0y

i
j + xd−1

0 z = 0

}
⊂ PN+2

L ,

Y1 ×k L =

{
f +

l∑
i=0

aix
i
0y

i
j + xd−2

0 (λyj + x0)w = 0

}
⊂ PN+2

L .

We consider Y1 ×k L. The projection away from P = [0 : · · · : 0 : 1] ∈ PN+2
L induces a

rational map

φ : PN+2
L 99K PN+1

L .

Since w appears only linearly in the defining equation of Y1 ×k L, the restriction of φ to

Y1 ×k L yields a birational map

Y1 ×k L 99K PN+1
L ,

which induces an isomorphism between the complements of the closed subschemes D1×k

L ⊂ Y1 ×k L and H1 := {x0(λyj + x0) = 0} ⊂ PN+1
L , respectively. Since H1 is a union of

two hyperplanes in PN+1
L , the pushforward along the natural inclusion

CH1(H1) // CH1(PN+1
L ) ≃ Z

is surjective. Thus, by the localization exact sequence (see [Ful98, Proposition 1.8]), we

find that

CH1(D1 ×k L) // CH1(Y1 ×k L)

is surjective, as CH1(Y1 ×k L \D1 ×k L) ≃ CH1(PN+1
L \H1) = 0 by the above discussion.

A similar argument shows that

CH1(D0 ×k L) // CH1(Y0 ×k L)

is surjective. This finishes the proof of the lemma. □

The following proposition is the main result of this section; it will be used for the

induction step in our inductive argument.

Proposition 5.7. Let Λ be a ring of positive characteristic such that the exponential

characteristic of k0 is invertible in Λ. Let X → SpecR be the projective family from

(5.3) with generic fibre X for some l ≥ 2. Let Y0 and Y1 be the irreducible components

of the special fibre as in (5.7) and (5.8) and denote their scheme-theoretic intersection

by Z := Y0 ∩ Y1. Let

h ∈ R[x0, . . . , xn, y1, . . . , yr+1, z1, . . . , zs]
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be any homogeneous polynomial such that its reduction h0 modulo the maximal ideal in

R has coefficients in k0, i.e. h0 ∈ k0[x0, . . . , xn, y1, . . . , yr+1, z1, . . . , zs] and such that X

is smooth over K = k(t) away from WX := {x0h = 0} ⊂ X. Then

TorΛ(Z,WZ) | TorΛ(X̄,WX̄),

where WZ := {x0h0 = 0} ∪ Zsing ⊂ Z and WX̄ := WX ×K K̄ ⊂ X̄ := X ×K K̄. In

particular,

TorΛ(Z,WZ) | TorΛ(X̄ ′,W ′),

where X ′ is as in Lemma 5.2, X̄ ′ := X ′ ×K K̄, and W ′ := {x0zs+1h = 0} ⊂ X̄ ′.

Remark 5.8. As a consequence of Lemma 5.1, the smoothness ofX\WX is automatically

satisfied in characteristic 0. This is not true in general, but we will choose in our

applications WX carefully so that the condition holds (over any field).

Proof. Since Λ is a ring of positive characteristic,

m := TorΛ(X̄,WX̄)

is a positive integer m ∈ Z≥1.

Step 1. We will check that the assumptions in Theorem 4.3 are satisfied for the

projective family X → SpecR from (5.3) with the closed subset

WX := {x0h = 0} ∪ Y sing
1 ∪ Zsing ⊂ X .

As in Theorem 4.3, let WY := WX ∩ Y . We note that WX agrees with WX ∩ X. The

generic fibre X of X → SpecR is geometrically integral by Corollary 5.4. The special

fibre Y ◦ := Y \WY consists of two components Y ◦ = Y ◦
0 ∪Y ◦

1 such that Y ◦
0 , Y

◦
1 , and their

intersection Z◦ := Y ◦
0 ∩ Y ◦

1 are smooth and integral, see also Lemma 5.5. In particular,

Y ◦ is an snc scheme, see Definition 2.1. The singular locus of X is contained in {x0 = 0}
by Lemma 5.1. It follows from this that Y ◦

i is a Cartier divisor on X ◦ for i = 0, 1. The

generic fibre of the R-scheme X ◦ := X \ WX is equal to X \ WX and thus smooth by

assumption. In particular, X ◦ → SpecR is strictly semi-stable, see Definition 2.2. It

follows that the assumptions (1) and (2) in Theorem 4.3 are satisfied for X → SpecR

and the closed subset WX ⊂ X . This concludes Step 1.

Recall that Z is integral and let δZ◦ ∈ Z◦
k(Z) denote the diagonal point of Z

◦, which is

dense open in Z.

Step 2. We will show that there is a one-cycle γ ∈ CH1(Y1 ×k k(Z),Λ), supported on

{x0(λyj + x0) = 0} ⊂ Y1 ×k k(Z), such that

(5.10) m · δZ◦ = (ι∗γ)|Z◦
k(Z)

∈ CH0(Z
◦
k(Z),Λ),
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where ι : Y ◦
1 ×k k(Z) ↪→ Y1 ×k k(Z) denotes the natural open embedding and (ι∗γ)|Z◦

k(Z)

the pullback of the one-cycle to the Cartier divisor Z◦
k(Z) ⊂ Y ◦

1 ×k k(Z) along the natural

regular embedding.

By Step 1, Theorem 4.3 implies that the cokernel of the map

ΨΛ
Y ◦
L
: CH1(Y

◦
0 ×k L,Λ)⊕ CH1(Y

◦
1 ×k L,Λ) // CH0(Z

◦ ×k L,Λ)

from (4.1) (with 0 < 1) is m-torsion for every field extension L/k. In particular,

m · δZ◦ ∈ imΨΛ
Y ◦
k(Z)

.

Note that CH1(Y
◦
0 ×k k(Z),Λ) = 0 by Lemma 5.6 and that the pull-back

ι∗ : CH1(Y1 ×k k(Z),Λ) // CH1(Y
◦
1 ×k k(Z),Λ)

is surjective by [Ful98, Proposition 1.8]. Hence there exists a one-cycle γ ∈ CH1(Y1 ×k

k(Z),Λ) such that m · δZ◦ = (ι∗γ)|Z◦
k(Z)

. By Lemma 5.6 we can further assume that γ is

supported on {x0(λyj + x0) = 0} ⊂ Y1 ×k k(Z). This concludes Step 2.

Step 3. We specialize now λ → 0 and aim to compute the image of (5.10) under the

corresponding specialization map on Chow groups (see Lemma 2.3); we will show that

the specialization of the one-cycle γ vanishes and so does the specialization of m · δZ◦ .

Consider the discrete valuation ring B = k0[λ](λ) with residue field k0 and fraction field

k0(λ). Recall that k is an algebraic closure of k0(λ). Then consider the flat projective

B-schemes

Z :=

{
f +

l∑
i=0

aix
i
0y

i
j = 0

}
⊂ PN+1

B ,

Y1 :=

{
f +

l∑
i=0

aix
i
0y

i
j + xd−2

0 (λyj + x0)w = 0

}
⊂ PN+2

B ,

where f and ai are as in (5.1). Note that Z and Y1 are the geometric generic fibre of

Z and Y1, respectively. Let Z◦ ⊂ Z and Y◦
1 ⊂ Y1 be the complement of the closure of

WZ in Z and of WY1 in Y1, respectively. Note that Z◦ = Z \ WZ and Y ◦
1 = Y1 \ WY1

are the geometric generic fibres of Z◦ and Y◦
1 , respectively. We denote the special fibres

by Z◦
0 and Y ◦

1,0, respectively. By Lemma 2.3, there exist specialization maps induced by

Fulton’s specialization map for the flat OZ,Z0-schemes Z◦ ×B OZ,Z0 , Y◦
1 ×B OZ,Z0 , and

Y1 ×B OZ,Z0

spZ◦ : CH0(Z
◦ ×k k(Z),Λ) // CH0(Z

◦
0 ×k0 k0(Z0),Λ),

spY ◦
1
: CH1(Y

◦
1 ×k k(Z),Λ) // CH1(Y

◦
1,0 ×k0 k0(Z0),Λ),

spY1
: CH1(Y1 ×k k(Z),Λ) // CH1(Y1,0 ×k0 k0(Z0),Λ),

where Y1,0 denotes the special fibre of the B-scheme Y1.
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We apply now the specialization spZ◦ to the zero-cycle (5.10). By Lemma 2.3, we get

(5.11) m · δZ◦
0
= spZ◦(m · δZ◦) = spZ◦((ι∗γ)|Z◦

k(Z)
) = spY ◦

1
(ι∗γ)|Z◦

0,k0(Z0)
,

where |Z◦
k(Z)

and |Z◦
0,k0(Z0)

denote the pullback along the regular embedding of the Cartier

divisor Z◦
k(Z) and Z◦

0,k0(Z0)
in Y ◦

1 ×k k(Z) and Y ◦
1,0×k0 k0(Z0), respectively. Recall that the

one-cycle γ is supported on {x0(λyj + x0) = 0} ⊂ Y1 ×k k(Z). Thus the specialization

spY1
(γ) ∈ CH1(Y1,0,Λ) is supported on {x2

0 = 0} ⊂ Y1,0. In particular

spY ◦
1
(ι∗γ) = 0 ∈ CH1(Y

◦
1,0),

as the subset {x0 = 0} ⊂ Y1,0 is contained in the specialization of WY1 and sp commutes

with pullbacks along open immersions. Hence, the right hand side of (5.11) vanishes,

which concludes Step 3.

By Step 3,

TorΛ(Z0,WZ0) | m,

where WZ0 ⊂ Z0 is the specialization of WZ ⊂ Z. We note that Z = Z0 ×k0 k and

WZ = WZ0 ×k0 k, because the defining equations of Z and WZ are defined over k0.

Hence, the proposition follows from Lemma 3.6 (e), as m = TorΛ(X̄,WX̄). □

6. Base case

Our argument will rely on an inductive application of a degeneration as in Section 5.

For the start of the induction we will use the explicit example of a singular hypersurface

with nontrivial unramified cohomology from the proof of [Sch21a, Theorem 7.1]. We

recall the example in what follows.

Let k be an algebraically closed field and let m ≥ 2 be an integer coprime to the

exponential characteristic of k. Let n ≥ 2 and r ≤ 2n − 2 be positive integers. Let

x0, . . . , xn, y1, . . . , yr+1 be the coordinates of Pn+r+1 and let π ∈ k be an element that

is transcendental over the prime field of k. Consider the homogeneous polynomial from

[Sch21a, Equation (21)]

(6.1) g(x0, . . . , xn) := π ·

(
n∑

i=0

x
⌈n+1

m ⌉
i

)m

− (−1)nx
m⌈n+1

m ⌉−n

0 x1x2 · · · xn

in k[x0, . . . , xn] of degree deg g = m
⌈
n+1
m

⌉
≤ n+m. Using this we define the homogeneous

polynomial

F := g(x0, . . . , xn)x
m+n−deg(g)
0 +

r∑
j=1

x
n−deg cj
0 cj(x1, . . . , xn)y

m
j + (−1)nx1x2 . . . xny

m
r+1

in k[x0, . . . , xn, y1, . . . , yr+1] of degree m+ n, where

(6.2) cj(x1, . . . , xn) := (−x1)
ε1(−x2)

ε2 · · · (−xn)
εn ∈ k[x1, . . . , xn]



30 JAN LANGE AND STEFAN SCHREIEDER

with εi the (i − 1)-th digit in the 2-adic representation of j, i.e. j =
∑

i εi2
i−1 with

εi ∈ {0, 1}. Consider the associated hypersurface

(6.3) Z := {F = 0} ⊂ Pn+r+1
k

of degree m+ n.

Theorem 6.1. Let l ∈ k[x0, . . . , xn] be any nontrivial homogeneous polynomial and

consider

WZ := {yr+1l = 0} ∪ Zsing ⊂ Z

where Z is as in (6.3). Then TorZ/m(Z,WZ) = m.

We have the following immediate corollary.

Corollary 6.2. Let h, l′, l′′ ∈ k[x0, . . . , xn] be nontrivial homogeneous polynomials such

that h is irreducible of degree m + n + deg l′. Let k′ = k(ρ) be a purely transcendental

field extension of k. Consider the hypersurface

Zρ := {ρh+ l′ · F = 0} ⊂ Pn+r+1
k′

of degree m+ n+ deg l′. Then TorZ/m(Z̄ρ,WZ̄ρ
) = m, where Z̄ρ = Zρ ×k′ k̄′ and

WZ̄ρ
:= {yr+1l

′l′′ = 0} ∪ Zsing
ρ ×k′ k̄′ ⊂ Z̄ρ.

Proof. Consider the pair (Zρ,WZρ) and let (Z0,WZ0) be the pair obtained by specializing

ρ → 0, i.e.
Z0 = {l′ · F = 0} ⊂ Pn+r+1

k ,

WZ0 = {yr+1l
′l′′ = 0} ∪ Zsing

0 ⊂ Z0.

Note that the scheme Z0 is reducible, but the open subscheme U0 := Z0 \WZ0 ⊂ Z0 is

integral as the polynomial F is irreducible. Hence, the torsion order TorZ/m(Z0,WZ0)

is defined, see Remark 3.5. We observe that U0 = Z \ WZ , where the pair (Z,WZ) is

as in Theorem 6.1 with l = l′ · l′′ ∈ k[x0, . . . , xn]. Thus, we get TorZ/m(Z0,WZ0) = m

by Theorem 6.1. Hence, m divides TorZ/m(Z̄ρ,WZ̄ρ
) by Lemma 3.8. Conversely, any

Z/m-torsion order can be at most m. Hence, TorZ/m(Z̄ρ,WZ̄ρ
) = m, as claimed. □

Proof of Theorem 6.1. This follows from arguments similar to those in the proof of

[Sch21a, Theorem 6.1 and 7.1]; we give some details for the reader’s convenience. Let

P = {x0 = · · · = xn = 0} ⊂ Pn+r+1
k and consider the blow-up Y := BlPZ, which can be

described via the vanishing locus of

(6.4) g(x0, . . . , xn)x
m+n−deg(g)
0 ym0 +

r∑
j=1

x
n−deg cj
0 cj(x1, . . . , xn)y

m
j + (−1)nx1x2 . . . xny

m
r+1,

inside the projective bundle PPn(O(−1) ⊕ O⊕(r+1)) over Pn, where y0 denotes a local

coordinate that trivializes O(−1) and y1, . . . , yr+1 trivialize O⊕(r+1). The projection to
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the x-coordinates induces a morphism f : Y → Pn
k . We furthermore pick an alteration

τ ′ : Y ′ → Y of order coprime to m, which can be done by [Tem17], see also [IT14]. The

corresponding alteration of Z is denoted by τ : Y ′ → Z.

As detailed in [Sch21a, §7], an application of [Sch21a, Theorem 5.3] shows that the

pullback of the class α = (x1/x0, . . . , xn/x0) ∈ Hn(k(Pn), µ⊗n
m ) yields an unramified class

γ := f ∗α ∈ Hn
nr(k(Y )/k, µ⊗n

m ) = Hn
nr(k(Z)/k, µ

⊗n
m )

of order m such that for any subvariety E ⊂ Y ′ which does not dominate Pn via f ◦ τ ′,
the class (τ ′)∗γ vanishes in Hn(k(E), µ⊗n

m ). Moreover, the class f ∗α vanishes at the

generic point of the exceptional divisor D0 of Y → Z, which is cut out by y0 = 0, and at

the generic point of the strict transform Dr+1 of the divisor {yr+1 = 0} ⊂ Z under the

blow-up morphism Y → Z. Indeed, the divisors D0 and Dr+1 in Y map via f onto Pn

and the generic fibres D0,η and Dr+1,η of f |Di
are the hypersurfaces in (different) Pr

k(Pn)

given by

r∑
j=1

cj(x1, . . . , xn)y
m
j + (−1)nx1x2 . . . xny

m
r+1 = 0 and

π ·

(
1 +

n∑
i=1

x
⌈n+1

m ⌉
i

)m

ym0 − (−1)nx1x2 · · ·xny
m
0 +

r∑
j=1

cj(x1, . . . , xn)y
m
j = 0,

respectively, see (6.4) and (6.1). Thus D0,η and Dr+1,η are each isomorphic as k(Pn)-

varieties to a subvariety of the hypersurface given by the vanishing of the n-th Fermat-

Pfister form of degree m ∑
ε∈{0,1}n

(−x1)
ε1 . . . (−xn)

εnymj(ε)

with j(ε) =
n∑

i=0

εi2
i−1 as defined in [Sch21a, Equation (7)]. The vanishing of f ∗α along

the generic points of D0 and Dr+1 follows from [Sch21a, Corollary 4.3]. Since the generic

fibre of f is smooth (m is invertible in k), we conclude via [BO74] that

((τ ′)∗γ)|E = 0 ∈ Hn(k(E), µ⊗n
m )(6.5)

for any subvariety E ⊂ Y ′ with τ(E) ⊂ WZ = Zsing∪{yr+1l = 0}, where l ∈ k[x0, . . . , xn]

is any nontrivial homogeneous polynomial in x0, . . . , xn as in the statement of the theo-

rem.

A computation with the Merkurjev pairing similar to [Sch19b, §3] or [Sch21b, Theorem
8.6] then shows TorZ/m(Z,WZ) = m; we sketch the argument for convenience. For a

contradiction assume that there is a positive integer m′ < m with

m′ · δZ = z +m · ζ ∈ CH0(Zk(Z))
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for some zero-cycle z whose support supp z lies in (WZ)k(Z) and some zero-cycle ζ ∈
CH0(Zk(Z)) that reflects the fact that we work with Z/m-torsion orders. We restrict

the above identity to the regular locus of Zk(Z) and pull this pack to τ−1(Zsm
k(Z)). The

localization sequence then yields

m′ · δτ = z′ +m · ζ ′ ∈ CH0(Y
′
k(Z)),

where δτ = τ ∗δZ is the point induced by the graph of τ : Y ′ → Z, z′ is a zero-cycle with

supp z′ ⊂ τ−1(WZ)k(Z) and ζ ′ ∈ CH0(Y
′
k(Z)). Note that this used Zsing ⊂ WZ . We pair

the above zero-cycle via the Merkurjev pairing (see [Mer08, §2.4] or [Sch21b, §5]) with
the unramified class γ from above. This yields

⟨m′ · δτ , τ ∗γ⟩ = 0,

because γ is m-torsion, hence pairs to zero with m · ζ ′, and it restricts to zero on generic

points of subvarieties of τ−1(WZ) by (6.5), hence pairs to zero with z′. Conversely, the

definition of the Merkurjev pairing directly implies that

0 = ⟨m′ · δτ , τ ∗γ⟩ = m′ · τ∗τ ∗γ = m′ · deg(τ) · γ ∈ Hn(k(Z), µ⊗n
m ),

as δτ ∈ Y ′
k(Z) is the point associated to the graph Γτ ⊂ Y ′ × Z of τ . This contradicts

the fact that deg(τ) is coprime to m, that 1 ≤ m′ < m, and that γ has order m. This

concludes the proof of the theorem. □

7. Proof of the main results

Let k be an algebraically closed field and let X ⊂ PN+1
k be a smooth Fano hypersur-

face, i.e. a smooth hypersurface of degree d ≤ N + 1. Then deg : CH0(X) → Z is an

isomorphism and so the torsion order Tor(X) of X is the torsion order TorZ(X,W ) of

X relative to any closed zero-dimensional subset W ⊂ X, see Lemma 3.6 (d). The main

results of this paper, stated in the introduction, will follow from the following result.

Theorem 7.1. Let k be a field and let m ≥ 2 be an integer invertible in k. Let n ≥ 2,

r ≤ 2n − 2, and let

s ≤
n∑

l=1

(
n

l

)⌊
n− l

m

⌋
be non-negative integers. Write N := n + r + s. Then the torsion order Tor(Xd) of a

very general Fano hypersurface Xd ⊂ PN+1
k of degree d ≥ m+ n is divisible by m.

Remark 7.2. For s = 0, the result is proven in [Sch21a, Theorem 7.1].

Proof of Theorem 7.1. Note that the torsion order of any variety is divisible by the tor-

sion order of the base-change to any field extension. Moreover, the definition of very
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general (see Definition 2.4) is stable under extension of the base field. Up to replac-

ing k by a field extension, we can therefore assume that k is algebraically closed and

uncountable.

We fix positive integers n ≥ 2 and r ≤ 2n − 2. For a non-negative integer s as in the

theorem, we define inductively an integral degree d-hypersurface Z = Zs of dimension

N = n+ r + s.

Step 1. Suppose there exists an integral degree d-hypersurface Zs ⊂ Pn+r+s+1
k given

by the vanishing of a homogeneous polynomial of the form

(7.1) f
(s)
0 + a

(s)
0 + a

(s)
r+1y

m
r+1 +

r∑
j=1

m∑
i=1

a
(s)
i,j · yij ∈ k[x0, . . . , xn, y1, . . . , yr+1, z1, . . . , zs]

for some homogeneous polynomials

f
(s)
0 , a

(s)
0 , a

(s)
r+1, a

(s)
i,j ∈ k[x0, . . . , xn, z1, . . . , zs]

such that

(1) f
(s)
0 + a

(s)
0 ∈ k[x0, . . . , xn, z1, . . . , zs] is an irreducible polynomial of degree d;

(2) for each j, if xem
0 | a(s)m,j for a non-negative integer e, then xei

0 | a(s)i,j for all 1 ≤ i ≤ m.

We denote the maximal such e by e
(s)
j ;

(3) TorZ/m(Zs,Ws) = m, where Ws := {x0a
(s)
r+1yr+1h

(s) = 0} ∪ Zsing
s ⊂ Zs for some

homogeneous polynomial h(s) ∈ k[x0, . . . , xn, z1, . . . , zs].

Assume that there exists some 1 ≤ j0 ≤ r such that e
(s)
j0

≥ 1. Then we construct an

integral degree d-hypersurface Zs+1 of the same form (7.1) satisfying the condition (1),

(2), and (3) as follows.

Consider k′ = k(λ) an algebraic closure of the purely transcendental field extension

k(λ) of k. Rewrite the equation (7.1) as(
f
(s)
0 + a

(s)
r+1y

m
r+1 +

∑
j ̸=j0

m∑
i=1

a
(s)
i,j · yij

)
+ a

(s)
0 +

m∑
i=1

a
(s)
i,j0

yij0 .

We are now in the situation of Section 5. Note that condition (1) implies the assumption

(5.2). Let Zs+1 be the integral degree d-hypersurface X ′ ×K K̄ ⊂ Pn+r+s+2
K̄

, where X ′

is as in Lemma 5.2 and K = k′(t). We choose an isomorphism k ≃ K̄, which exists

because both fields are algebraically closed, have the same characteristic and have the

same uncountable transcendence degree over their prime fields. Thus we can view Zs+1

as a variety over k. We aim to check that Zs+1 satisfies the assumptions above. Recall

from Lemma 5.2 that Zs+1 ⊂ Pn+r+s+2
k is cut out by the homogeneous polynomial

(7.2)

(
f
(s)
0 + a

(s)
r+1y

m
r+1 +

∑
j ̸=j0

m∑
i=1

a
(s)
i,j · yij

)
+ a

(s+1)
0 +

m∑
i=1

a
(s+1)
i,j0

yij0 ,
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where a
(s+1)
0 , a

(s+1)
i,j0

∈ k[x0, . . . , xn, z1, . . . , zs+1] are defined as in (5.6). Note this uses also

Lemma 5.2 (3). Hence, the defining equation of Zs+1 has the form (7.1) with

f
(s+1)
0 := f

(s)
0 , a

(s+1)
r+1 := a

(s)
r+1, and a

(s+1)
i,j := a

(s)
i,j for j ̸= j0.

Since f
(s+1)
0 and a

(s+1)
0 do not contain any yi, condition (1) follows from Lemma 5.2 (4).

As a
(s+1)
i,j = a

(s)
i,j for j ̸= j0, condition (2) is clearly satisfied for j ̸= j0 and we note that

e
(s+1)
j = e

(s)
j for j ̸= j0. For j = j0, condition (2) follows from Lemma 5.2 (2). Proposition

5.7 shows that TorZ/m(Zs+1,Ws+1) = m, whereWs+1 = {x0a
(s)
r+1yr+1h

(s)zs+1 = 0} ⊂ Zs+1.

Note that the derivative of (7.2) with respect to yr+1 is equal to ma
(s)
r+1y

m−1
r+1 ; thus the

singular locus of Zs+1 is contained in {a(s)r+1yr+1 = 0} ⊂ Zs+1. By definition, a
(s+1)
r+1 = a

(s)
r+1

and so condition (3) is satisfied for h(s+1) = h(s)zs+1.

Step 2. Consider the hypersurface Z0 := Zρ with defining equation ρh+ xd−m−n
0 F as

in Corollary 6.2, where h ∈ k[x0, . . . , xn] is an irreducible polynomial of degree d, e.g.

h =


xd
0 +

n∑
i=1

xi−1x
d−1
i if p > 0 and p | d,

n∑
i=0

xd
i otherwise,

where p is the characteristic of k. We will prove that Z0 satisfies the condition (1), (2),

and (3) above.

Consider the following polynomials in k[x0, . . . , xn]

f
(0)
0 := ρh+ x

d−deg(g)
0 g, a

(0)
0 := 0, a

(0)
r+1 := (−1)nxd−m−n

0 x1x2 . . . xn,

a
(0)
i,j := 0, for 1 ≤ i ≤ m− 1 and 1 ≤ j ≤ r,

a
(0)
m,j := x

d−m−deg(cj)
0 cj(x1, . . . , xn), for 1 ≤ j ≤ r,

where g is defined in (6.1) and the cj’s are defined in (6.2). Then, by construction,

ρh+ xd−m−n
0 F = f

(0)
0 + a

(0)
0 + a

(s)
r+1y

m
r+1 +

r∑
j=1

m∑
i=1

a
(0)
i,j · yij ∈ k[x0, . . . , xn, y1, . . . , yr+1]

is of the form (7.1). The polynomial f
(0)
0 is irreducible because the polynomial h is

irreducible and ρ is a transcendental parameter over the prime field of k, which is al-

gebraically independent from π. Hence condition (1) holds. Condition (2) is clearly

satisfied as a
(0)
i,j = 0 for 1 ≤ i ≤ m − 1. In particular, we see from the definition of a

(0)
m,j

above that

(7.3) e
(0)
j =

⌊
d−m− deg(cj)

m

⌋
.

Corollary 6.2 shows that condition (3) holds as well, where we note that we can choose

h(0) = 1. This concludes Step 2.
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By Steps 1 and 2 above, we can apply the double cone construction (see Section 5) as

long as at least one of the ej’s defined in (2) is positive. In each step, we reduce one of

them by 1. Hence, the number of steps is equal to the sum
r∑

j=1

e
(0)
j =

r∑
j=1

⌊
d−m− deg(cj)

m

⌋
.

This sum becomes maximal when r is maximal, i.e. r = 2n − 2. Then the sum reads

2n−2∑
j=1

e
(0)
j =

n−1∑
l=1

(
n

l

)⌊
d−m− l

m

⌋
.

Let now Xd be a very general hypersurface of degree d and dimension N over k. Up

to replacing k by a larger algebraically closed field (which does not affect the torsion

order by Lemma 3.6), we can by Lemma 2.5 assume that Xd degenerates to Zs. By

choosing N general hyperplane sections through a closed point of Ws, we can assume

that there exists a closed subset W in the total space of the degeneration which has

relative dimension 0 and whose restriction to the special fibre Zs is contained in Ws.

Applying Lemma 3.8 to the degeneration with W as closed subset yields that

TorZ/m(Xd,WXd
) = m,

where WXd
:= W ∩Xd ⊂ Xd is a closed non-empty zero-dimensional subset of Xd. Thus,

Lemma 3.6 implies that m divides Tor(Xd), which finishes the proof of the theorem. □

The following lemmas yield explicit estimates for the bound given in Theorem 7.1.

Lemma 7.3. Let n,m ≥ 2 be positive integers. Then

(7.4)
(⌊ n

m

⌋
− 1
)
(2n−1 − 1) ≤

n∑
l=1

(
n

l

)⌊
n− l

m

⌋
≤
⌊ n
m

⌋
(2n−1 − 1).

Proof. The sum in question can be rewritten as follows

n∑
l=1

(
n

l

)⌊
n− l

m

⌋
=

1

2

n−1∑
l=1

(
n

l

)⌊
n− l

m

⌋
+

1

2

n−1∑
l=1

(
n

n− l

)⌊
n− l

m

⌋

=
1

2

n−1∑
l=1

(
n

l

)⌊
n− l

m

⌋
+

1

2

n−1∑
l=1

(
n

l

)⌊
l

m

⌋

=
1

2

n−1∑
l=1

(
n

l

)(⌊
n− l

m

⌋
+

⌊
l

m

⌋)
.

The estimates in (7.4) follow now from the observation(⌊ n
m

⌋
− 1
)
≤
(⌊

n− l

m

⌋
+

⌊
l

m

⌋)
≤
⌊ n
m

⌋
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for all 0 ≤ l ≤ n together with the summation formula for binomial coefficients. □

We provide more explicit formulas for m = 2 and m = 3. These bounds are used in

Theorem 1.1 and Theorem 1.2.

Lemma 7.4. Let n be a positive integer. Then the following formulas hold

n∑
l=1

(
n

l

)⌊
n− l

2

⌋
= (n− 1)2n−2 −

⌊n
2

⌋
,(7.5)

n∑
l=1

(
n

l

)⌊
n− l

3

⌋
=

n− 2

3
2n−1 − n

3
+ δ,(7.6)

where δ depends on the remainder of n modulo 6 and is given by the following table.

n mod 6 0 1 2 3 4 5

δ 1
3

2
3

2
3

−1
3

0 2
3
.

Proof. We check (7.5) by the following computation:

n∑
l=1

(
n

l

)⌊
n− l

2

⌋
=

n∑
l=1

n− l

2

(
n

l

)
− 1

2

n∑
l=1

n−l odd

(
n

l

)

=
n

2
(2n − 1)− 1

2

n∑
l=1

l

(
n

l

)
− 1

2

n∑
l=1

n−l odd

[(
n− 1

l − 1

)
+

(
n− 1

l

)]

=
n

2
(2n − 1)− n2n−2 − 2n−2 +

(
1

4
− (−1)n

1

4

)
= (n− 1)2n−2 −

⌊n
2

⌋
.

We turn to (7.6) and prove first a combinatorial formula for a lacunary sum of binomial

coefficients, see e.g. [Rio68, Section 4, Problem 8, p.161]. Let ξ be a primitive third root

of unity in C, then the following holds

3
∑

l≡r (3)

(
n

l

)
=

n∑
l=0

(
n

l

)
(1 + ξl−r + ξ2l−2r)

= 2n + ξ−r(1 + ξ)n + ξ−2r(1 + ξ2)n

= 2n + (−1)n(ξn+r)2 + (−1)nξn+r.
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Write n = 3a+ b for integers a ∈ Z≥0 and b ∈ {0, 1, 2}. Then we get

n∑
l=1

(
n

l

)⌊
n− l

3

⌋
=

n∑
l=1

n− l

3

(
n

l

)
− 1

3

∑
n−l≡1 (3)

l ̸=0

(
n

l

)
− 2

3

∑
n−l≡2 (3)

l ̸=0

(
n

l

)

=
n

3
(2n−1 − 1)− 1

3

∑
l≡1 (3)

(
n

l

)
− 2

3

∑
l≡2 (3)

(
n

l

)
+

b

3

=
n− 2

3
2n−1 − n

3
+

b

3
− (−1)n

9

(
ξ2b+2 + ξb+1 + 2ξ2b+1 + 2ξb+2

)
.

A simple computation shows that

b

3
− (−1)n

9

(
ξ2b+2 + ξb+1 + 2ξ2b+1 + 2ξb+2

)
= δ,

which proves (7.6) and thus the lemma. □

Proof of Theorem 1.1. If d = 4, then the statement follows from [Tot16] for N ≤ 4 (see

also [Sch19b, Theorem 1.1]) and [PS23, Theorem 1.1] for N = 5, see also Example 4.6.

Let now d ≥ 5 and N ≤ d+1
16

2d be positive integers. If 3 ≤ N ≤ (d− 2) + 2d−2 − 2, then

the theorem follows from [Sch19b, Theorem 1.1], because we can then write N uniquely

as N = n + r for integers n, r ≥ 1 satisfying 2 ≤ n ≤ d− 2 and 2n−1 − 2 ≤ r ≤ 2n − 2.

Hence we can assume that N ≥ d−4+2d−2. Let n = d−2, r = 2d−2−2 and s = N−n−r

be non-negative integers. We claim that

s ≤ (d− 3)2d−4 −
⌊
d− 2

2

⌋
.

Indeed, otherwise we get

N = n+ r + s > d− 4 + 2d−2 + (d− 3)2d−4 −
⌊
d− 2

2

⌋
≥ d+ 1

16
2d,

which yields a contradiction to the assumption N ≤ d+1
16

2d. Thus, Theorem 7.1 implies by

Lemma 7.4 that Tor(Xd) is divisible by 2 for a very general degree d hypersurface Xd ⊂
PN+1. In particular, Xd does not admit an integral decomposition of the diagonal. □

Proof of Theorem 1.2. Let d ≥ 5 and 3 ≤ N ≤ d+1
48

2d be integers. If 3 ≤ N ≤ (d− 3) +

2d−3 − 2, then the theorem follows from [Sch21a, Theorem 7.1], because we can write

N = n+ r for unique positive integers n, r satisfying 2 ≤ n ≤ d− 3 and 2n−1 − 2 ≤ r ≤
2n − 2. Hence we can assume that N ≥ d − 5 + 2d−3. Let n = d − 3, r = 2d−3 − 2 and

s = N − n− r be non-negative integers. We claim that

s ≤ d− 5

3
2d−4 − d− 3

3
+ δ,



38 JAN LANGE AND STEFAN SCHREIEDER

where δ is defined as in Lemma 7.4. (Note that n = d− 3.) Indeed, otherwise we get

N = n+r+s > d−3+2d−3−2+
d− 5

3
2d−4−d− 3

3
+δ =

d+ 1

48
2d+

2d

3
+δ−4 ≥

⌊
d+ 1

48
2d
⌋
,

which yields a contradiction to the assumption that N is an integer satisfying N ≤ d+1
48

2d.

Thus, Theorem 7.1 implies by Lemma 7.4 that 3 | Tor(Xd) for a very general degree d

hypersurface Xd ⊂ PN+1. In particular, Xd does not admit an integral decomposition of

the diagonal. □

Proof of Theorem 1.3. This follows from Theorem 7.1 together with the estimate in

Lemma 7.3. □
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[Cam92] F. Campana, Connexité rationnelle des variétés de Fano, Ann. Sci. Éc. Norm. Supér. 25
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